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Rapid technological advances have made many fields change, 

including the field of digital asset investment, especially crypto. There 

are many ways for traders and investors to trade Bitcoin which is one 

of the digital assets in the crypto world. Indodax is a platform made 

locally in Indonesia that serves digital asset trading transactions. 

Technical and fundamental analysis is carried out to predict bitcoin 

price movements, but high volatility makes bitcoin movements 

difficult to predict. The use of the Reccurrent Neural Network which is 

part of Machine Learning is one way to be able to make predictions on 

bitcoin 

. 
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1. Introduction  
Technological advances will drive change, 

these changes have a significant impact on 

various fields, one of which is the investment 

sector. The types and forms of investments 

themselves are very diverse, ranging from bank 

savings, deposits, Forex, Gold, Land, Buildings, 

Insurance, Mutual Funds and Cryptocurrencies 

or digital currency, one of which is Bitcoin. 

To help invest in crypto optimally, we need 

a tool that can help investors and traders predict 

Bitcoin price movements. These tools use Deep 

Learning architecture, namely Recurrent Neural 

Network which is a Deep Learning algorithm 

which is a type of Neural Network that is very 

good at finding temporal patterns in making 

predictions. 

Predictionis a process of systematically 

estimating something that is most likely to 

happen in the future based on past and present 

information that is owned, so that the error 

(difference between something that happened 

and the predicted result) can be minimized. 

Prediction does not have to provide a definite 

answer to events that will occur, but rather tries 

to find answers as close as possible to what will 

happen (Herdianto, 2013: 8). Prediction allows 

the results achieved to approach the truth value 

that can be used as a reference in decision 

making.    

According to Larose (2015:4), Data mining 

is the activity of finding interesting patterns 

from large amounts of data Larose (2015:5) 

also revealed that based on research conducted 

by Marketsand Markets, the global data market 

is expected to grow by 26% for 2013 until 2018, 

so that almost all companies in the world are 

competing to study data mining with the aim of 

finding useful patterns and trends as 

opportunities to increase profits. 

Larose (2005:6-8) revealed that the 

projectData Mininghas a life cycle consisting of 

six stages. The six stages are known as the 

Cross-Industry Standard Process for Data 

Mining, if they are described as shown in 

Figure 1. 
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Figure 1. CRISP-DM (Larose, 2015:4) 

  

Artificial Intelligence (AI)is a general 

concept of how to make machines that can think 

intelligently (smart machines) like humans, or 

machines that can learn from various inputs 

given to them. So as to produce accurate 

outcomes (Primartha, 2018). 

Machine Learningis computer 

programming to achieve certain criteria or 

performance by using a set of training data 

or past experiences (Primatha, 2018). 

Machine Learning requires a model that is 

defined based on certain parameters. The 

learning process is the execution of a 

computer program to optimize the 

parameters of the model, by utilizing Data 

Mining.  
Neural Networkis a computational technique 

that processes information, relating the input 

variable to the desired output. ANN based their 

calculations on the interconnection of simple 

units called artificial neurons. These models are 

inspired by the function of cell neurons and 

how they generate and propagate electrical 

impulses (Loyo, 2017). 

 

 
Figure 2. Artificial Neural Network 

Architecture (Bre, 2017) 

2. Research Method 
The design of this study follows the six 

stages contained in theCross Industry Standards 

Process For Data Mining (CRISP-DM)as 

explained in the previous sub-chapter. While 

the research method used is experimental. The 

data used is time series data for the period 9 

June 2017 – 9 September 2019. The steps in 

conducting this experimental method are: 

1. Data Preprocessing 

a. Data Gathering/Obtaining 

b. Data Cleansing 

c. Data Normalization 

2. Processing Data 

3. Post Processing Data 

 

 

3. Results of the Discussion 
In generating profits, traders must be able to 

trade by following the trend where when 

conditions are uptrend (uptrend), 

thentradersshould open a long position. On the 

other hand, during a downtrend, you should 

open a short position. Broadly speaking, traders 

can open a buy with conditions when the 

bitcoin price is at the lowest level (support 

level), with the expectation that after reaching 

the lowest level then the price will reverse up. 

For short positions, you should sell when the 

price is at the peak (resistance level) where the 

price will reverse from rising to falling. 

From the results of observations and 

analysis of data variables that have a major 

influence on bitcoin price movements, namely 

Date, Open, High, Low, Close, Volume, and 

change. 

 

Data Comprehension Phase /Data 

Understanding Phase 

The second phase of this research, namely 

the data understanding phase where in this 

phase the process of identifying and defining 

the data collected is carried out. The stages of 

defining and identifying the data attributes are 

carried out by collecting data indicators found 

on the indodax.com platform.  

After the data collected has been defined, 

the next step is to filter the data variables by 

selecting the data variables that are considered 

influential and have a strong relationship 

between several variables that determine bitcoin 

price movements. The stages of data selection 

are summarized in table 1. 
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No 

Stages 

Collecting 

Data 
Data selection 

1 

Collect a list 

of Bitcoins and 
Altcoins listed on 

Indodax.com 

Choosing Bitcoin as the 

object of research in predicting 

bitcoin price movements 

2 

Collects 
bitcoin price 

movement 

indicators, such as 
Market, Date, 

Price, Volume, 

Change, Open, 
Low, High, Close 

The indicators taken are 

Date, Open, Low, High, Close, 

and Volume 

3 

Recording 

data on bitcoin 
price movements, 

namely on 

November 3, 2014 
– September 9, 

2019 

Data recordstaken on 

January 1, 2017 – September 9, 

2019 

Table 1. Stages of selection of indicator data 

 

After the collection and selection of 

indicator data is complete, the next step is to 

enter the data that has been collected based on 

predetermined variables, data entry is done with 

the help of the Sublime Text text editor. The 

data entered is based on the period January 1, 

2017 – September 9, 2019 into a CSV file 

format. The data that has been collected can be 

seen in Figure 2. 

 

 
Figure 2. Bitcoin Price CSV file display on 

Sublime Text 

 

After Anaconda has been installed, to be 

able to perform data processing easily, several 

special libraries are needed such as Tensor 

Flow which is the Backend Deep Learning 

System, Keras which is the Front End for 

building Neural Networks, Pandas which 

functions to process data, Numpy which 

functions for vector operations and matrix, 

Scikit-Learn which has features for data science 

and data analysis, and Plotly which is a python 

library for creating and displaying graphs. The 

library can be activated on the environment 

menu tab in the Anaconda Navigator.  

 

 
Figure 3. Anaconda Navigator Display 

 

Furthermore, at this stage it is necessarythe 

data selection process as a capital to carry out 

the training and testing stages in modeling. In 

conducting the data selection process from 

several indicators such as Date, Open, Low, 

High, Close, and Volume, which indicators will 

be selected for the modeling process.As is 

known, to be able to carry out the modeling 

process, it is necessary to have a feature scaling 

process on the dataset. The feature scaling 

formula is as shown in table 2. 

Standardization Normalization 

𝑋𝑆𝑡𝑎𝑛𝑑

=
𝑥 − 𝑚𝑒𝑎𝑛(𝑥)

𝑠𝑡𝑎𝑛𝑑𝑎𝑟𝑑 𝑑𝑒𝑣𝑖𝑎𝑡𝑖𝑜𝑛 (𝑥)
 

 

𝑋𝑛𝑜𝑟𝑚 =
𝑥 − 𝑚𝑖𝑛(𝑥)

𝑚𝑎𝑥 (𝑥) − min (𝑥)
 

Table 2. Feature scaling formula 

 

The use of feature scaling formulas using 

python makes it easy for developers not to enter 

manually because it is already available on the 

Jupyter Notebook platform. The modeling 

phase begins by initializing and defining the 

variables x_train and y_train which will be used 

for the training process for the dataset where the 

training process for the dataset is a process in 

building the model.After the data structure has 

been created, the next step is the reshaping 

process. Processes are required to modify the 

dimensions of the original generated matrix to 

the desired dimensions. In order for a 

dimension to be multiply-able it must have the 

same dimensions. 

The next step is to import several libraries 

and packages, namely Sequential, Dense, 

LSTM, and Dropout where this package will 

work on the TensorFlow backend in processing 

data. The process of importing the four Hard 

and Package libraries on Jupyter Notebook. 
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Then by adding several LSTM layers and some 

Dropout Regulations, it is hoped that the stages 

leading to the training process will run well. 

The number of additional LSTM Layers is four. 

The process of adding the four LSTM layers 

and several Dropout Regulations. 

 

 
Figure 4. The process of adding LSTM 

Layer and Dropout 

 

Then the next step is to addoutputlayer uses 

a model, where the model is used to predict the 

target variable by adding Dense with a unit 

value of 1. 

 

 
Figure 5. The process of displaying the 

visualization of the prediction results 

 

4. Conclusion 
Based on the results of experiments and 

analysis, the conclusions of this study can be 

concluded into several points. First, in doing the 

correlation between variables, the data recorded 

in the Date, Open, High, Low, Close, and 

Volume variables are imported into the Jupyter 

Notebook. The next step is to perform feature 

scaling on the data. The data is then initialized 

and defined into variables x_train and y_train 

which are used for training the dataset and used 

to create a data structure with 60 timesteps and 

1 output to store data in an efficient form which 

is then used in the modeling process. 

Furthermore, the use of reshaping in modifying 

the dimensions of the resulting matrix to the 

desired dimensions. Then the process of 

importing the Keras library and its packages is 

carried out, namely Sequential, Dense, LSTM, 

and Dropout. The next stage is to carry out the 

RNN Initialization process and add four LSTM 

layers and some Dropout regulations. The next 

step is to add an output layer and compile the 

RNN using the big data optimizer, Adam. Then 

fitting the RNN to the training set on the 

variables x_train and y_train with the value of 

epoch = 100 and batch size = 32. From the 

fitting stage then make predictions by getting 

bitcoin price data in the previous CSV file and 

the results obtained in bitcoin predictions are 

then visualized. Second. in building a 

prediction model for bitcoin price movements 

using the RNN algorithm and architecture and 

the RNN variant, namely LSTM in building a 

model to predict Bitcoin. The three levels of 

accuracy of the prediction model obtained from 

the evaluation stage are 0.11% 

 

References 
 

AGUIlar, Loyo J.S. (2017). Forecating 

volatility using Artificial Neural 

Networks and parametric methods. 

Dikutip 7 Agustus 2018, dari 

http://www.scriptiesonline.uba.uva.nl/do

cument/654916 

 

Ashrovy, Ron. (17 Oktober 2017). Recurrent 

Neural Network Par Four (END). Dikutip 

tanggal 22 Agustus 2019 dari 

https://medium.com/@ashrovy/recurrent-

neural-network-part-4-d371474b8fa9 

 

Aung, Sithu. (2019). Bitcoin Architecture Core. 

dikutip tanggal 23 Agustus 2019, dari 

https://id.pinterest.com/pin/55112807314

2441517/ 

 

Bengio, Y.; Courville, A.; Vincent, P. (2013). 

"Representation Learning: A Review and 

New Perspectives". IEEE Transactions 

on Pattern Analysis and Machine 

Intelligence. 35 (8): 1798–1828.  

 

Berry, M. and Linoff, G., (1999). Mastering 

Data Mining : The art and science of 

customer relationship management. John 

Wiley & Sons, Inc.. 

 

Berry, M.J. and Linoff, G.S., (2004). Data 

Mining  techniques: for marketing, sales, 

and customer relationship management. 

John Wiley & Sons. 

 

Böhme, R., Christin, N., Edelman, B., & Moore, 

T. (2015). Bitcoin: Economics, 

technology, and governance. Journal of 

Economic Perspectives, 29(2), 213-38. 

http://www.scriptiesonline.uba.uva.nl/document/654916
http://www.scriptiesonline.uba.uva.nl/document/654916
https://medium.com/@ashrovy/recurrent-neural-network-part-4-d371474b8fa9
https://medium.com/@ashrovy/recurrent-neural-network-part-4-d371474b8fa9
https://id.pinterest.com/pin/551128073142441517/
https://id.pinterest.com/pin/551128073142441517/


 IJDES 8(1) (2023) 50-55 

 
54 
54 

 

Böhme, Rainer, et al. "Bitcoin: Economics, 

technology, and governance." Journal of 

Economic Perspectives 29.2 (2015): 213-

38. 

 

Cheng, Calvin (9 November 2017), “Overview 

of Bitcoin Architecture”, diakses tanggal 

12 Agustus 2019, dari 

https://medium.com/@cloudycalvin/over

view-of-bitcoin-architecture-

cb3c88a1b20a 

  

Bre, Facundo (2017, November). Prediction of 

wind pressure coefficients on building 

surfaces using Artificial Neural Networks. 

Dikutip tanggal 7 Agustus 2018, dari 

https://www.researchgate.net/publication/

321259051_Prediction_of_wind_pressur

e_coefficients_on_building_surfaces_usi

ng_Artificial_Neural_Networks 

 

Britz, Denny. (17 September 2015), “Recurrent 

Neural Networks Tutorial, Part 1 – 

Introduction to RNNs”, diakses tanggal 7 

agustus 2018, 

dari  http://www.wildml.com/2015/09/rec

urrent-neural-networks-tutorial-part-1-

introduction-to-RNNs/ 

 

Calvery, Jennifer Shasky (statement), Director 

Financial Crime Enforcement Network 

United States Departement of the 

Treasury Before the United States Senate 

Committee on Banking, Housing, and 

Urban Affairs Subcommittee on National 

Security and International Trade and 

Finance Subcommittee on Economic 

Policy” (PDF). fincen.gov. Financial 

Crimes Enforcement Network. (19 

November 2013). 

 

Ciresan, Dan; Meier, U.; Schmidhuber, J. (June 

2012). "Multi-column Deep Neural 

Networks for image classification". 2012 

IEEE Conference on Computer Vision 

and Pattern Recognition: 3642–3649 

 

Crosby, M., Pattanayak, P., Verma, S. and 

Kalyanaraman, V., (2016). Blockchain 

technology: Beyond Bitcoin. Applied 

Innovation, 2(6-10), p.71. 

 

Dourado, Eli dan Jerry Brito. (2014). 

Cryptocurrency.The New Palgrave. 

 

Elman, Jeffrey L. (1990). "Finding Structure in 

Time". Cognitive Science. 14 (2): 179–

211. doi:10.1016/0364-0213(90)90002-E. 

 

Han, J., Pei, J. and Kamber, M., (2011). Data 

Mining : concepts and techniques. 

Elsevier. 

 

Herdianto. 2013. Prediksi Kerusakan Motor 

Induksi Menggunakan Metode Jaringan 

Saraf Tiruan Backpropagation. Tesis. 

Universitas Sumatera Utara : Medan 

 

Hileman, G. and Rauchs, M., (2017). Global 

Cryptocurrency benchmarking 

study. Cambridge Centre for Alternative 

Finance, 33. 

 

Iansiti, Marco; Lakhani, Karim R. (January 

2017). "The Truth About 

Blockchain". Harvard Business 

Review. Harvard University 

 

Jacobs, E., (2011). Bitcoin: a bit too 

far?. Journal of Internet Banking and 

Commerce, 16(2), p.1. 

 

 Kuhlman, Dave(2013). "A Python Book: 

Beginning Python, Advanced Python, 

and Python Exercises". Section 1.1.. 

 

Kurihara, Yutaka, and Akio Fukushima. "The 

market efficiency of Bitcoin: A weekly 

anomaly perspective." Journal of Applied 

Finance and Banking 7.3 (2017): 57. 

 

Larose D, T., (2005). Discovering knowledge in 

data : an introduction to Data Mining, 

Jhon Wiley & Sons Inc. 

 

Larose, Daniel T., and Larose, Chantal D. 

(2014). Discovering Knowledge in Data: 

An Introduction to Data Mining  Second 

Edition. New Jersey: John Wiley & Sons 

Inc. 

 

Lustig, Caitlin, and Bonnie Nardi. "Algorithmic 

authority: The case of Bitcoin." 2015 

48th Hawaii International Conference on 

System Sciences. IEEE, (2015). 

 

Wes McKinney (2011). "Pandas: a 

Foundational Python Library for Data 

Analysis and Statistics". Dikutip tanggal 

18 November 2019 pada ebook 

scribd.com 

 

https://medium.com/@cloudycalvin/overview-of-bitcoin-architecture-cb3c88a1b20a
https://medium.com/@cloudycalvin/overview-of-bitcoin-architecture-cb3c88a1b20a
https://medium.com/@cloudycalvin/overview-of-bitcoin-architecture-cb3c88a1b20a
https://www.researchgate.net/publication/321259051_Prediction_of_wind_pressure_coefficients_on_building_surfaces_using_Artificial_Neural_Networks
https://www.researchgate.net/publication/321259051_Prediction_of_wind_pressure_coefficients_on_building_surfaces_using_Artificial_Neural_Networks
https://www.researchgate.net/publication/321259051_Prediction_of_wind_pressure_coefficients_on_building_surfaces_using_Artificial_Neural_Networks
https://www.researchgate.net/publication/321259051_Prediction_of_wind_pressure_coefficients_on_building_surfaces_using_Artificial_Neural_Networks
http://www.wildml.com/2015/09/recurrent-neural-networks-tutorial-part-1-introduction-to-rnns/
http://www.wildml.com/2015/09/recurrent-neural-networks-tutorial-part-1-introduction-to-rnns/
http://www.wildml.com/2015/09/recurrent-neural-networks-tutorial-part-1-introduction-to-rnns/
http://ieeexplore.ieee.org/document/6248110/
http://ieeexplore.ieee.org/document/6248110/
https://en.wikipedia.org/wiki/Digital_object_identifier
https://doi.org/10.1016%2F0364-0213%2890%2990002-E
https://hbr.org/2017/01/the-truth-about-blockchain
https://hbr.org/2017/01/the-truth-about-blockchain
https://id.wikipedia.org/wiki/Harvard_Business_Review
https://id.wikipedia.org/wiki/Harvard_Business_Review
https://id.wikipedia.org/wiki/Harvard_University
https://web.archive.org/web/20120623165941/http:/cutter.rexx.com/~dkuhlman/python_book_01.html
https://web.archive.org/web/20120623165941/http:/cutter.rexx.com/~dkuhlman/python_book_01.html
https://web.archive.org/web/20120623165941/http:/cutter.rexx.com/~dkuhlman/python_book_01.html
https://www.dlr.de/sc/Portaldata/15/Resources/dokumente/pyhpc2011/submissions/pyhpc2011_submission_9.pdf
https://www.dlr.de/sc/Portaldata/15/Resources/dokumente/pyhpc2011/submissions/pyhpc2011_submission_9.pdf
https://www.dlr.de/sc/Portaldata/15/Resources/dokumente/pyhpc2011/submissions/pyhpc2011_submission_9.pdf


 IJDES 8(1) (2023) 50-55 

 
55 
55 

Narayanan, A., Bonneau, J., Felten, E., Miller, 

A. and Goldfeder, S., (2016). Bitcoin and 

Cryptocurrency technologies: A 

comprehensive introduction. Princeton 

University Press. 

 

Ni, Xianjun. "Research of Data Mining  based 

on Neural Networks." World Academy of 

Science, Engineering and Technology 39 

(2008): 381-384. 

 

Nian, L.P. and Chuen, D.L.K., (2015). 

Introduction to Bitcoin. In Handbook of 

Digital Currency (pp. 5-30). Academic 

Press. 

 

Olah, Christoper (27 Agustus 2015), 

“Understanding LSTM Network”. 

Dikutip tanggal 5 Desember 2019, dari 

http://colah.github.io/posts/2015-08-

Understanding-LSTMs/ 

 

Olson, D.L. and Delen, D., (2008). Advanced 

Data Mining  techniques. Springer 

Science & Business Media. 

 

Pilkington, M., (2016). 11 Blockchain 

technology: principles and 

applications. Research handbook on 

digital transformations, 225. 

 

Primartha, Rifkie. (2018). “Belajar Machine 

Learning Teori dan Praktik. Bandung : 

Informatika Bandung. 

 

Schmidhuber, J. (2015). "Deep Learning in 

Neural Networks: An Overview". Neural 

Networks. 61: 85–117 

 

Schueffel, Patrick (2017). The Concise Fintech 

Compendium. Fribourg: School of 

Management 

Fribourg/Switzerland. Archived from the 

original on 24 October 2017. 

 

SOVBETOV, Yhlas. (2018). Factors 

Influencing Cryptocurrency Prices: 

Evidence from Bitcoin, Ethereum, Dash, 

Litcoin, and Monero. Journal of 

Economics and Financial Analysis, Vol:2, 

No:2 (2018) 1-27 

 

Siegel, Eric (2013). Predictive Analytics: The 

Power to Predict Who Will Click, Buy, 

Lie, or Die (1st ed.). Wiley. ISBN 978-1-

1183-5685-2. 

 

Yelowitz, A. and Wilson, M., (2015). 

Characteristics of Bitcoin users: an 

analysis of Google search data. Applied 

Economics Letters, 22(13), pp.1030-1036. 

 

Yelowitz, A. and Wilson, M., (2015). 

Characteristics of Bitcoin users: an 

analysis of Google search data. Applied 

Economics Letters, 22(13), pp. 1030-

1036. 

 

 

http://www.heg-fr.ch/EN/School-of-Management/Communication-and-Events/events/Pages/EventViewer.aspx?Event=patrick-schuffel.aspx
http://www.heg-fr.ch/EN/School-of-Management/Communication-and-Events/events/Pages/EventViewer.aspx?Event=patrick-schuffel.aspx
https://web.archive.org/web/20171024205446/http:/www.heg-fr.ch/EN/School-of-Management/Communication-and-Events/events/Pages/EventViewer.aspx?Event=patrick-schuffel.aspx
https://en.wikipedia.org/wiki/International_Standard_Book_Number
https://en.wikipedia.org/wiki/Special:BookSources/978-1-1183-5685-2
https://en.wikipedia.org/wiki/Special:BookSources/978-1-1183-5685-2

