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Abstract - This research aims to recognize and classify asphalt road damage 

based on the level of damage using the Gray Level Co-occurrence Matrix 

(GLCM) method in image processing. Data on asphalt road damage in Padang 

City from 2020 to 2022 shows an increase in light damage and a decrease in 

heavy damage. The GLCM method is used to extract texture features from 

images of asphalt road damage. The research used eight images of asphalt 

road damage objects, five with heavy damage and three with light damage. 

The research results showed that the GLCM method was effective in 

classifying the level of damage to asphalt roads based on texture 

characteristics extracted from the images 

  Keywords: Asphalt road damage, GLCM, image classification. 

 

1. Introduction 
Highways are important infrastructure in 

people's lives today, whose function is to 

facilitate people's mobility needs [1] . Over 

time, roads will experience damage, whether 

due to natural factors or human factors [2] . 

Based on data from the West Sumatra 

Provincial Statistics Agency for 2020 to 2022, 

data on road damage in the city of Padang is 

obtained, as in the following table: 

 
Year Damage Type 

Light Damage Heavy Damaged 

2020 0.2 % 14.80 % 

2021 0.2 % 15.00 % 

2023 1.7 % 0.20 % 

Table I. Percentage of Road Damage in Padang 

City 

cases. Image methods can be used for both 

mathematical calculations on pixel and 

geometric objects. Each image object has a 

value that can be calculated mathematically, 

thus showing different characteristics between 

one object and another. The distinguishing 

characteristics of each object can be determined 

based on color, texture, or shape [4] . One of 

the methods that will be used to identify asphalt 

road damage is the Gray Level Co-occurrence 

Matrix (GLCM). GLCM is a statistical method 

for forming features/characteristics that are not 

based on pixel values and pixel neighbor 

relationships (Kadir and Susanto, 2013) [5] . 

The characteristic that will be used is texture, 

which is the difference between one object of 

asphalt road damage and another. Images of 

asphalt road damage have pixel patterns that 

differ from each other to determine the level of 

damage [6] . 

 

The reference used in this research looks at 

several studies such as those conducted by 

Neneng in 2017. The research discusses the 

classification of types of meat based  on 

image analysis of gray level co-occurrence 

matrix (GLCM) texture and color [6] . 

 

2. Research of Methodology 

The research discussed is the GLCM feature 

extraction method for classifying asphalt road 

damage images [7] . The sample used is an 

image of asphalt road damage with the 
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extension *.jpg, each image sample is 

processed and processed using the GLCM 

method to determine the data information in the 

image which can then be used for the next 

process and is expected to produce data output 

that can be used for the damage image data 

collection process. Pavement. Data collection 

for this research was carried out using several 

methods. observing directly on asphalt roads so 

that you can find directly the difference 

between damage to asphalt roads with light 

levels of damage and heavy damage to asphalt 

roads. reading literature, books, journals, papers 

and articles related to research methods on 

asphalt road damage. The application is used by 

inputting *.JPG images of asphalt road damage 

and then processing feature extraction using the 

GLCM method, then the data is saved in .xls 

format and can then be used for the 

classification process of asphalt road damage 

images. 

3. RESULT 
Shape and texture analysis can be used to 

design an object identification system. This 

application uses MATLAB programming to 

identify types of road damage that are lightly 

damaged or heavily damaged based on shape 

and texture analysis. Shape analysis was carried 

out using metric and eccentricity parameters, 

while texture analysis was carried out using the 

Gray Level Co-occurence Matrix (GLCM) 

method with contrast, correlation, energy and 

homogeneity parameters [8] . 

 

1. Segmentation and feature extraction 

based on shape and texture analysis 

 

Segmentation and feature extraction based on 

shape and texture analysis were carried out on 

eight object images consisting of 5 heavily 

damaged roads and 3 lightly damaged roads. 

 
No Object Image Information 

1 

 

Heavy 

Damaged 

2 

 

Light Damage 

3 

 

Light Damage 

4 

 

Heavy 

Damaged 

5 

 

Heavy 

Damaged 

6 

 

Light Damage 

7 

 

Heavy 

Damaged 

8 

 

Heavy 

Damaged 

Table 2. Object Image 

 

From the eight object images, segmentation and 

feature extraction data were obtained based on 

shape and texture analysis. Database of shape 

and texture characteristics from extracted 

damaged road images. In the future, the 

extracted data can be used to identify damaged 

roads [9] . 

 
metri

cs 

eccentri

city 

Contr

ast 

Correla

tion 

Energ

y 

Homogen

eous 

0.659

512 

0.79682

6 

0.0493

72 0.95985 

0.906

815 0.994074 

0.131

913 

0.76509

3 

0.6511

35 

0.87431

6 

0.578

602 0.92397 

0.138

725 

0.92127

4 

0.7222

72 

0.93142

8 

0.282

618 0.875295 

0.033

765 

0.97804

4 

0.5546

29 

0.89318

2 

0.679

652 0.930315 

0.797

82 

0.89925

4 

0.0975

57 

0.95759

8 

0.842

925 0.991834 

0.129

775 

0.97249

1 

0.5005

46 

0.80102

9 

0.831

62 0.958819 

0.813

109 

0.66508

8 

0.2422

19 

0.93892

4 

0.757

645 0.957809 
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0.150

286 0.87758 

0.6035

53 

0.89353

4 

0.229

969 0.849709 

Table 3. Data Base of Shape and Texture 

Characteristics 

 

 
Figure 1. Image Identification Display 

 

Based on the results of image identification 

using the application above, the results obtained 

are in accordance with the expected targets 

[12] . 

 
Algorithm 2. Image Identification 
gui_Singleton = 1; 
gui_State = struct('gui_Name', mfilename, 
... 
'gui_Singleton', gui_Singleton, ... 
'gui_OpeningFcn', 
@identify_tomato_OpeningFcn, ... 
'gui_OutputFcn', @identify_tomato_OutputFcn, 
... 
'gui_LayoutFcn', [] , ... 
'gui_Callback', []); 
if nargin && ischar(varargin{1}) 
gui_State.gui_Callback = 
str2func(varargin{1}); 
end 
  
if nargout 
[varargout{1:nargout}] = 
gui_mainfcn(gui_State, varargin{:}); 
else 
gui_mainfcn(gui_State, varargin{:}); 
end 
 
function identify_tomato_OpeningFcn(hObject, 
eventdata, handles, varargin) 
 
%identify_tomato 
handles.output = hObject; 
  
% Update handles structure 
guidata(hObject, handles); 
movegui(hObject,'center'); 
  
function varargout = 
identify_tomato_OutputFcn(hObject, 
eventdata, handles) 
 
varargout{1} = handles.output; 
 
function pushbutton6_Callback(hObject, 
eventdata, handles) 
load characteristic_database 
feature_total = handles.character_total; 
  
traits = zeros(1,6); 
for i = 1:6 
traits(i) = str2double(features_total{i,2}); 
end 
  
[num,~] = size(database_features); 
  
dist = zeros(1,num); 
for n = 1:num 
data_base = characteristic_database(n,:); 
distance = sum((data_base-feature).^2).^0.5; 
dist(n) = distance; 
end 
  

[~,id] = min(dist); 
  
if isempty(id) 
set(handles.edit1,'String','Unknown') 
else 
switch id 
case 1 
level = 'Heavily Damaged'; 
case 2 
level = 'Slightly Damaged'; 
case 3 
level = 'Slightly Damaged'; 
case 4 
level = 'Heavily Damaged'; 
case 5 
level = 'Heavily Damaged'; 
case 6 
level = 'Slightly Damaged'; 
case 7 
level = 'Heavily Damaged'; 
case 8 
level = 'Heavily Damaged'; 
end 
set(handles.edit1,'String',level) 
end 
  
  
function edit1_Callback(hObject, eventdata, 
handles) 
 
function edit1_CreateFcn(hObject, eventdata, 
handles) 
if ispc && 
isequal(get(hObject,'BackgroundColor'), 
get(0,'defaultUicontrolBackgroundColor')) 
set(hObject,'BackgroundColor','white'); 
end 
  
function pushbutton4_Callback(hObject, 
eventdata, handles) 
Img_bw = handles.Img_bw; 
  
axes(handles.axes4) 
imshow(Img_bw) 
title('Binary image'); 
  
stats = 
regionprops(Img_bw,'Area','Perimeter','Eccen
tricity'); 
area = stats.Area; 
perimeter = stats.Perimeter; 
metric = 4*pi*area/(perimeter^2); 
eccentricity = stats.Eccentricity; 
  
shape_characteristics = cell(2,2); 
shape_characteristic{1,1} = 'Metric'; 
shape_characteristic{2,1} = 'Eccentricity'; 
shape_characteristic{1,2} = num2str(metric); 
shape_characteristic{2,2} = 
num2str(eccentricity); 
  
handles.shape_characteristics = 
shape_characteristics; 
guidedata(hObject, handles) 
  
set(handles.text2,'String','Feature 
Extraction') 
set(handles.uitable1,'Data',shape_feature,'R
owName',1:2) 
  
function pushbutton5_Callback(hObject, 
eventdata, handles) 
Img = handles.Img; 
Img_bw = handles.Img_bw; 
shape_characteristics = 
handles.shape_characteristics; 
  
Img_gray = rgb2gray(Img); 
Img_gray(~Img_bw) = 0; 
  
axes(handles.axes5) 
imshow(Img_gray) 
title('Greyscale Image') 
  
pixel_dist = 1; 
GLCM = graycomatrix(Img_gray,'Offset',[0 
pixel_dist; -pixel_dist pixel_dist; -
pixel_dist 0; -pixel_dist -pixel_dist]); 
statistics = 
graycoprops(GLCM,{'contrast','correlation','
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energy','homogeneity'}); 
Contrast = mean(stats.Contrast); 
Correlation = mean(stats.Correlation); 
Energy = mean(stats.Energy); 
Homogeneity = mean(stats.Homogeneity); 
  
feature_total = cell(6,2); 
total_features{1,1} = shape_features{1,1}; 
total_features{1,2} = shape_features{1,2}; 
total_features{2,1} = shape_features{2,1}; 
total_features{2,2} = shape_features{2,2}; 
feature_total{3,1} = 'Contrast'; 
feature_total{4,1} = 'Correlation'; 
feature_total{5,1} = 'Energy'; 
traits_total{6,1} = 'Homogeneity'; 
feature_total{3,2} = num2str(Contrast); 
feature_total{4,2} = num2str(Correlation); 
feature_total{5,2} = num2str(Energy); 
traits_total{6,2} = num2str(Homogeneity); 
  
handles.traits_total = traits_total; 
guidedata(hObject, handles) 
  
set(handles.text2,'String','Feature 
Extraction') 
set(handles.uitable1,'Data',feature_total,'R
owName',1:6) 
  
function pushbutton2_Callback(hObject, 
eventdata, handles) 
Img = handles.Img; 
  
cform = makecform('srgb2lab'); 
lab = applycform(Img,cform); 
axes(handles.axes2) 
imshow(lab) 
title('L*a*b Image'); 
  
handles.lab = lab; 
guidedata(hObject, handles) 
  
  
function pushbutton3_Callback(hObject, 
eventdata, handles) 
Img = handles.Img; 
lab = handles.lab; 
  
ab = double(lab(:,:,2:3)); 
nrows = size(ab,1); 
ncols = size(ab,2); 
ab = reshape(ab,nrows*ncols,2); 
  
nColors = 2; 
[cluster_idx, ~] = 
kmeans(ab,nColors,'distance','sqEuclidean', 
... 
'Replicates',3); 
  
pixel_labels = 
reshape(cluster_idx,nrows,ncols); 
  
segmented_images = cells(1,3); 
rgb_label = repmat(pixel_labels,[1 1 3]); 
  
for k = 1:nColors 
color = Img; 
color(rgb_label ~= k) = 0; 
segmented_images{k} = color; 
end 
  
area_cluster1 = sum(find(pixel_labels==1)); 
area_cluster2 = sum(find(pixel_labels==2)); 
  
[~,cluster_min] = 
min([area_cluster1,area_cluster2]); 
  
Img_bw = (pixel_labels==cluster_min); 
Img_bw = imfill(Img_bw,'holes'); 
Img_bw = bwareaopen(Img_bw,50); 
  
tomato = Img; 
R = tomato(:,:,1); 
G = tomato(:,:,2); 
B = tomato(:,:,3); 
R(~Img_bw) = 0; 
G(~Img_bw) = 0; 
B(~Img_bw) = 0; 
tomato_rgb = cat(3,R,G,B); 
axes(handles.axes3) 
imshow(tomato_rgb) 

title('Segmentation Result Image'); 
  
handles.Img_bw = Img_bw; 
guidedata(hObject, handles) 
  
  
function pushbutton1_Callback(hObject, 
eventdata, handles) 
[filename,pathname] = uigetfile('*.jpg'); 
  
if ~isequal(filename,0) 
Img = imread(fullfile(pathname,filename)); 
axes(handles.axes1) 
imshow(Img) 
title('RGB Image') 
else 
returns 
end 
  
handles.Img = Img; 
guidedata(hObject, handles) 
  
function pushbutton7_Callback(hObject, 
eventdata, handles) 
axes(handles.axes1) 
cla reset 
set(gca,'XTick',[]) 
set(gca,'YTick',[]) 
  
axes(handles.axes2) 
cla reset 
set(gca,'XTick',[]) 
set(gca,'YTick',[]) 
  
axes(handles.axes3) 
cla reset 
set(gca,'XTick',[]) 
set(gca,'YTick',[]) 
  
axes(handles.axes4) 
cla reset 
set(gca,'XTick',[]) 
set(gca,'YTick',[]) 
  
axes(handles.axes5) 
cla reset 
set(gca,'XTick',[]) 
set(gca,'YTick',[]) 
  
set(handles.text2,'String',[]) 
set(handles.uitable1,'Data',[]) 
set(handles.edit1,'String',[]) 

 

 

4. CONCLUSION 
1. Highways are important infrastructure in 

people's lives and facilitate people's mobility. 

2. Highways experience damage over time due 

to natural and human factors. 

3. This research aims to recognize asphalt road 

damage objects using image processing 

methods with a focus on texture using GLCM. 

4. The GLCM method is used to extract texture 

characteristics from images of asphalt road 

damage to classify damage into light damage 

and heavy damage. 

5. This research was inspired by previous 

research which used the GLCM method to 

classify other objects based on texture and color. 

6. This research uses image samples of asphalt 

road damage in *.jpg format and the MATLAB 

application for processing. 
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