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Abstract 

One of the problems faced by companies engaged in pawn services is that they must 

always pay attention to the appropriateness of the value of the loan based on the 

goods being pawned. Sometimes the pawnbrokers do not come back after depositing 

their goods with the company and do not pay them off. If the value of the goods does 

not match and the amount of money lent is too large compared to the value of the 

pawned goods, the company will lose money. There needs to be a way to determine 

whether or not it is appropriate for a pawned item to be accepted by the company 

and the value of the loan given to the pawnbroker. The way to find out can be 

classified by data mining classification techniques using the K-Nearest Neighbor 

method and the Naïve Bayes method. The analysis carried out by manual 

calculations and testing with Rapidminer tools resulted in the accuracy of the 

comparison of the two methods of the K-Nearest Neighbor and Naïve Bayes 

algorithms in predicting the classification of the feasibility of receiving pawned 

goods using the Confusion Matrix formula which resulted in an accuracy rate of the 

K-Nearest Neighbor method of 40%. while the Naïve Bayes method has an 

Accuracy Value of 20%, so we can determine that the accuracy of the prediction 

value using the K-Nearest Neighbor method is better than the Naïve Bayes method. 
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INTRODUCTION 

 

CV. Malau Jaya Gadai is one of the pawn 

services in Pekanbaru City. The company 

in the field of loan services runs with a 

pawn scheme. The types of goods that can 

be mortgaged are cellphones, laptops, 

motorcycles, moto bpkb, car bpkb, house 

certificates, gold and others. The loan 

price list is determined by the company for 

mortgagers who want to pawn their goods, 

of course, the goods to be mortgaged by 

the provisions of their value. One of the 

problems faced by companies engaged in 

pawn services is that they must always pay 

attention to the feasibility of borrowing 

value based on the goods being mortgaged. 

Sometimes, the mortgagers do not return 

after entrusting the goods to the company 

and not paying them off. If the value of the 

goods does not match and the amount of 

money lent is too large when compared to 

the value of the pawn goods, the company 

will lose money. There needs to be a way 

to find out whether or not a lien is 

accepted by the company and the value of 

the loan that will be given to the 

mortgagee.  

The way to find out can be classified 

with data mining classification techniques. 

Data mining is a science used to mine 

from several data to produce useful 

information [1]. This research uses the 

Naïve Bayes method and also the K-

Nearest Neighbor method to dig up hidden 

information from existing data and analyze 

it to get information. 

Naïve Bayes is a simple probabilistic 

classification method [2]. This method will 

calculate a set of probabilities by summing 

the frequency and combination of values 

from a given dataset [3]. The naïve Bayes 

method assumes all attributes in each 

category have no dependencies on each 

other (independent) [4]. The advantage of 

using Naive Bayes is that it only requires a 

small amount of training data to determine 

the mean parameters and variance of the 

variables required for classification [5]. 

Naive Bayes is a supervised document 

classification method, that requires 

training data before the classification 

process [6]. 

K-Nearest Neighbor is a method of 

finding cases by calculating the proximity 

between new cases and old cases based on 

the weight match of several existing 

features [7]. To define the distance 

between two points in the training data (x) 

and points in the testing data (y) the 

formula is used euclidean distance [8]. 

By conducting data mining analysis 

using the two methods above to classify 

whether or not a pawn item is accepted by 

the company. And also aims to be able to 

help the company in the decision-making 

process related to mortgage issues. 

 

RESEARCH METHODS 

This study used two algorithms, 

namely Naïve Bayes and K-Nearest 

Neighbor. The Naive Bayes algorithm is a 

classification with probability and 

statistical methods while the K-Nearest 

Neighbor algorithm is a classification 

method based on attributes and training 

samples. Here is the general equation of 

the Naïve Bayes algorithm [9] : 

 

(𝐶𝑖|𝑋) = 𝑃(𝑋|𝐶𝑖) 𝑃(𝐶𝑖) 𝑃(𝑋)      (1)  
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Here is the general equation of the K-

Nearest Neighbor algorithm [10] : 

 

 (   )  √∑ (𝑋𝑖   𝑖 )  
    (2) 

 

Where : 

d = is the euclidean distance between 

points in the training data 

X = data training 

Y = data testing 

R = number of variables 

   

RESULTS AND DISCUSSION 

 

In preprocessing this data is done by 

taking raw data derived from the CV. 

Malau Jaya Gadai is then recapitulated in 

the form of data stored in Excel (.xls) 

format, which will later be used as new 

data consisting of item type data (Var. A), 

Loan Category (var. B), and Timeframe 

(Var. C) as a calculation material. 

 
No Item Loan Tenor Rate 

1 

SMARTPHONE 
2.000.000  

30 
              

260.000  

SMARTPHONE 
          

1.000.000  
15 

                 

130.000  

SMARTPHONE 
          

1.200.000  
15 

                    

156.000  

2 

LAPTOP/NOTEBOOK 
            

1.500.000  
15 

                    

195.000  

LAPTOP/NOTEBOOK 
2.000.000  

30 
                    

260.000  

BARANG 

ELEKTRONIK 

              

800.000  
15 

                  

104.000  

.. … … … … 

424 

SMARTPHONE 
            

1.200.000  
30 

                   

156.000  

SMARTPHONE 
            

4.000.000  
30 

                   

520.000  

SMARTPHONE 
            

1.300.000  
30 

                   

169.000  

Table 1. Preliminary Data 

 

 

 

Testing 

The testing process is a very important 

process to find out the extent to which 

Data Mining designs can be tested using 

hardware or software. 

1. Rapidminer’s Initial Look 

 
Figure 1. Initial Look 

2. Import Database 

Data import is done to enter the data to be 

tested in Excel format. 

 

Figure 2. Import Database 

3. Import Data Training 

 
Figure 3. Import Data Training 
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4. Import Data Testing 

 
Figure 4. Import Data Testing 

 

5. Repository 

 
Figure 5. Repository 

6. Select Operator 

 
Figure 6. Select Operator 

 

7. Process Method 

 

 
Figure 7. Process Method 

 

8. Setting Parameters 

 

 
Figure 8. Setting Parameters 

 

9. Example Set K-Nearest Neighbor 
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Figure 9. Example Set K-Nearest 

Neighbor 

 

10. Scatter Plot K-Nearest Neighbor 

 
Figure 10. Scatter Plot K-Nearest 

Neighbor 

 

11. Performance Vector K-Nearest 

Neighbor 

 
Figure 11. Performance Vector K-Nearest 

Neighbor 

12. Example Set Naïve Bayes 

 
Figure 12. Example Set Naïve Bayes 

 

13. Scatter Plot Naïve Bayes 

 
Figure 13. Scatter Plot Naïve Bayes 

 

14. Performance Vector NB 

 
Figure 14. Performance Vector Naïve 

Bayes 

 

CONCLUSION 

Based on the research that has been carried 

out, the author concludes that to see the 

level of accuracy of the comparison of the 

two methods of the K-Nearest Neighbor 

and Naïve Bayes Algorithms in predicting 

the classification of the feasibility of 

receiving pawn goods, the Confusion 

Matrix formula is used which produces an 

accuracy rate of the K-Nearest Neighbor 

method of 40% while the Naïve Bayes 

method has an Accuracy Value of 20%, so 

we can determine that the accuracy of the 

accuracy value from the prediction with 

the K-Nearest Neighbor method is a better 

one when compared to the Naïve Bayes 

method. 
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