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Abstract  

Early research was motivated by the increasing rate of spread of otitis, where otitis 

is a common health disorder of the human ear and often requires rapid and accurate 

diagnosis. This problem requires deep learning by applying a method in the 

computer field to provide performance in classification. This research aims to 

develop an analysis model using a Deep Learning (DL) approach in diagnosing 

otitis. The method used in this development involves the performance of the Rough 

Set (RS) and Artificial Neural Network (ANN) methods to provide optimal analysis 

output. The research dataset refers to the clinical diagnosis of otitis patients which 

consists of 3 types, namely acute, effusion and chronic. The test results of the 

analysis model developed using the DL approach were able to provide quite good 

output with an accuracy level of 99%. These results are based on the analysis 

patterns obtained based on the performance of the RS method. Based on these 

results, it can be concluded that the analytical model developed provides maximum 

and better results compared to the previous model based on the output and 

presentation of a systematic process in the classification of otitis disease. 
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INTRODUCTION 

Otitis, often known as ear infection, is a 

common health problem throughout the 

world, especially in children [1], [2]. Otitis 

can cause pain, hearing loss, and even 

serious complications if not treated 

appropriately [3]. Therefore, fast and 

accurate diagnosis is very important in 

treating this disease. In an effort to 

improve the quality of otitis diagnosis, the 

use of the latest technology such as Deep 

Learning is able to provide improvements 

in the diagnosis process [4]. Deep 

Learning has been proven effective in 

various medical applications including 

disease diagnosis. Its main advantage is its 

ability to process complex data and extract 

patterns that are difficult for humans to 

recognize [5]. DL is basically capable of 

carrying out classification to produce 

information and knowledge [6]. Based on 

previous research, it is clear that the 

performance of deep learning in the 

identification process provides output with 

average values of accuracy, precision and 

recall of 91.71%, 91.25% and 92.65% 

respectively [7]. However, to achieve an 

optimal level of diagnostic accuracy, 

additional efforts are needed such as using 

the Rough Set method to present precise 

and accurate analysis patterns. The Rough 

Set method is basically an important tool 

in data analysis which is used to identify 

relevant features in a dataset [6]. This 

method has the advantage of overcoming 

uncertainty in medical data which is often 

incomplete and vague [8]. Deep Learning 

combined with the performance of the 

Rough Set method is able to provide 

improved diagnosis results [9]. Its 

application in diagnosis can provide 

information in medical decision making 

and improve diagnosis results [10]. 

Another approach that will also be 

explored in this research is the use of 

Artificial Neural Networks (ANN) and 

Decision Trees [11]. ANN has been 

proven successful in various medical 

applications, while Decision Tree is a 

simple but effective method for making 

decisions based on clear rules [12]. 

Artificial Neural Network (ANN) is a 

popular method in the DL concept and is 

used in solve problems by learning on a 

network [13]. ANN provides results by 

presenting a fairly high level of accuracy. 

ANN is also used in problem solving 

analysis to produce better classification 

models [14]. Apart from the ANN method 

in classification analysis, the Decision 

Tree (DT) method is also used to provide 

an overview of the results of classification 

analysis in the form of a decision tree [15]. 

The results of DT analysis can be used in 

decision making based on the resulting 

knowledge base. DT performance can be 

developed in a structured classification 

model to provide optimal analysis results 

[16]. This research provides a new 

analytical model. The novelty of this 

research is presented in the optimized DL 

performance with the RS approach to 

present classification rule patterns. The 

resulting classification rule is also 

equipped with a certainty level (CF) value 

based on facts and knowledge of symptom 

data for the type of otitis disease. The 

analysis output using the DL concept is 

expected to provide optimal results in 

classification. Overall, this study will 

present a much better analytical model 

than previous models for classifying otitis 

disease. With this research, the analysis 

results obtained can provide new 

https://creativecommons.org/licenses/by/4.0/
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knowledge in the form of a knowledge-

based system that can be used as a basis 

for decision making.   

RESEARCH METHODS 

The research stage is a stage in research 

that is carried out in a structured and 

systematic manner which is divided into 

four parts, according to the system design 

in Figure 1, 

 

 

Figure 1. Research Design 
 

1. The first part is pre-processing 

analysis, which consists of two 

stages, namely pre-processing 

certainty factor (CF) analysis and 

pre-processing rough set (RS) 

analysis  

2. The second part is the deep learning 

concept, namely the process of 

creating a more powerful deep 

learning model, resulting in 

techniques that can reduce learning 

speed, transfer speed, and initial 

training.  

3. The third part is the artificial neural 

network (ANN) method, which 

detects classification results clearly 

so that the results displayed are 

more accurate and relevant.  

 

The fourth part is the best classification 

network model, namely evaluating the 

performance of the model in classifying 

otitis disease. 

Analysis Pre-Processing 

The analysis carried out at the beginning is 

to determine indicators in the classification 

process. The indicators used are data on 

symptoms and types of otitis disease. Data 

obtained from experts stored at M. Djamil 

Hospital, Padang City, West Sumatra, 

Indonesia. Otitis disease consists of 3 

types: acute otitis (P1), effusion otitis (P2), 

and chronic otitis (P3). The pre_processing 

process can be carried out using the 

Certainty Factor (CF) concept. CF is a 

concept used to provide a level of 

confidence. The results of pre-processing 

analysis using CF can be seen in Table 1. 

 

Table 1. Analysis Pre-Processing With CF 

Table 1 explains that the pre-processing 

results using CF provide a confidence 

level for the type of Otitis disease 

consisting of 0.6 (Possible), 0.8 (Almost 

Certain), and 1.0 (Definite). This certainty 

value is used to produce new knowledge 

that will be developed in the next pre-

processing stage using the Rough Set (RS) 

method. RS can provide patterns based on 

the grouping of data classes used. In 

another case, RS is also a concept applied 

in the case of information-based 

classification. The results of the 

https://creativecommons.org/licenses/by/4.0/


    

     

JURNAL IPTEKS TERAPAN 

Research of Applied Science and Education V17.i4 (756-762) 

 
 
 

   
LLDIKTI Wilayah X                                                759 

  
This work is licensed under a Creative Commons Attribution 4.0 International License 

 

ISSN     : 1979-9292 

 

E-ISSN : 2460-5611 

presentation of the RS analysis process 

provide a major contribution to the 

classification process. The sample output 

carried out by the hospital can be seen in 

Table 2. 

 

Table 2. Analysis Pre-Processing With 

Rough Set 

Table 2 is the pre-processing results 

produced by the hospital to present 

patterns in classification. In the process, 

RS provides a classification pattern of 106 

rules. This pattern can become new 

knowledge in the classification process to 

provide maximum results. With the pattern 

results resulting from pre-processing 

analysis based on the CF concept and the 

RS method, it can be used to carry out the 

otitis disease classification process. 

Deep Learning Concept 

Deep Learning (DL) Is a broad learning 

concept developed for specific purposes. 

DL can represent knowledge with a fairly 

large data model. This concept is used to 

produce solutions based on given data-

based learning and results that provide a 

fairly minimal error rate. 

Artificial Neural Network (ANN) 

Artificial Neural Network (ANN) was 

implemented in classification analysis and 

presented quite good results. Classification 

analysis was developed using a learning 

model with precise and accurate results. 

Best results based on the results of the 

network training and testing process. 

Classification analysis with the ANN 

concept adopts learning with a 

feedforward algorithm to provide optimal 

results. The ANN architecture is depicted 

as in Figure 2. 

 

Figure 2. Architecture ANN 

 

Figure 2 explains that the ANN 

architecture visualization model has 3 

layers, including the input layer, hidden 

layer, and output layer. The architectural 

model can be redeveloped with a 

multilayer model of hidden layers used. 

The ANN concept is a learning method 

that adopts human intelligence. This, the 

ANN concept can be developed in the 

analysis of otitis disease classification to 

provide the best results. 

RESULT AND DISCUSSION 

This research classifies Otitis disease 

which begins with learning using the 

concept of Deep Learning (DL). DL 

development has been widely used in case 

classification to produce good results. DL 

can provide a precise and accurate 

learning process in solving classification 

problems. To carry out the learning 

process, the Artificial Neural Network 

(ANN) method can be used to classify 

Otitis disease. The ANN learning process 

https://creativecommons.org/licenses/by/4.0/
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in the classification process will begin 

with training and testing. The results of 

the training and testing carried out can be 

seen in table 3. 

 

Table 3. ANN Training And Testing 

The best network model was obtained to 

carry out the classification process with 

the 10-10-5-5-2 model. This model 

consists of 1 input layer of 10 units, 3 

hidden layers of 10-5-5 units, and 1 output 

layer of 2 units. This model provides quite 

good scores for Accuracy, Palm, Gradient, 

Sensitivity, and Validation. 

The visualization form of the learning 

process image can be seen in Figure 3. 

 

Figure 3. ANN Learning Graph 

Figure 3 presents a visualization of 

learning results with interpretation based 

on Performance, Gradient, Error 

Histogram and Regression graphs. These 

results show that the DL concept with the 

ANN method can provide precise and 

accurate classification results. 

CONCLUSION 

Based on the results of this research, it was 

possible to develop an otitis diagnosis 

model that uses the Classification Deep 

Learning approach by optimizing the 

Rough Set method and applying Certainty 

Factor. The research results show that the 

combination of these various methods can 

significantly increase the accuracy and 

reliability of otitis diagnosis. The use of 

Deep Learning, especially Artificial 

Neural Network (ANN) and Decision 

Tree, allows us to utilize computing power 

to recognize complex patterns in medical 

data. The Rough Set method helps to 

overcome the uncertainty in data that often 

exists in medical diagnoses. Additionally, 

the Certainty Factor provides a valuable 

level of certainty in medical decision 

making. The developed model has a very 

good level of accuracy in diagnosing otitis. 

This indicates that the integration between 

Deep Learning, Rough Set, Certainty 

Factor, and Decision Tree has brought 

great benefits in the medical context. This 

research can be the basis for the 

development of a more sophisticated otitis 

diagnosis system that can be implemented 

in daily medical practice. The superiority 

of this model in diagnostic accuracy can 

speed up appropriate treatment and save 

the lives of patients with otitis. Thus, this 

research not only presents a scientific 

contribution, but also has a positive impact 

on improving the quality of public health 

care. 
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