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This research aims to extract the mono-lexical and poly-lexical terms 

from linguistics domain in Indonesian language. As the terminology and 

lexicology concept is somehow blurry, this research applies CTT by Cabré to 

do the terms extraction procedure. The corpus-based terminology method is 

applied in this research to get the best mono-lexical and poly-lexical terms 

possible. To compile the general and the specialized corpus in this research, 

AntConc is applied as an instrument. Even though the result is noisy, further 

analysis about the term limitation manually makes this research semi-

automatic. The result shows that the limitation in language and words 

structure helps this research to delimit the mono-lexical terms extracted in 

this research. Furthermore, the mono-lexical terms extracted act as the 

starting point for poly-lexical terms. 
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INTRODUCTION 

Terminology is the study of specialized concepts and their linguistic designations or 

terms (Faber and Martinez, 2019). Terminology work focuses on the description of domain-

specific knowledge structures and how they are transmitted in different communicative 

contexts. There are many representations about the position of terminology in linguistics as 

previous researchers debate over the status of terminology as an independent discipline 

(Dima, 2012). However, the researcher agrees that the result of terminology research has a 

huge impact on linguistics and any domain it takes its role. This statement is in line with 

(Faber, 2014) stating that terminology is essential for a wide range of activities, such as 

technical writing and communication, knowledge acquisition, specialized translation, 

knowledge resource development, and information retrieval. 

The study of terminology is developing into a computer-based study as researchers 

are overwhelmed with the huge amount of data. For example, Pazienza et al., (2005) do the 

research about terminology extraction applying linguistics and statistical approach, Peñas et 

al., (2002) applies corpus method in terminology extraction for information access, and 

Elfkih & Omri (2012), also does the terminology extraction by applying conditional random 

fields approach. The similarity between these researches is the term extraction analysis. 

While there are several methods for extracting terms, this research, however, is not 

going to analyze the best method for term extraction. Instead, the researcher is interested in 

corpus-based term extraction as the corpus-based term extraction is not a fully automated 

activity even though it is computer-aided. For applying the automated term extraction, the 

corpus has to apply POS tagging both in general corpus and specialized corpus. This is 

actually a limitation for Indonesian language as there is no general corpus with POS tagger 

large enough for this task. The attempt to create a tagged Indonesian corpus is already done 
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by Fu et al., (2018), Dinakaramani et al., (2014), Christanti et al., (2016) and Kamayani, 

(2019) with a similar recommendation to expand the available corpus.  

The problem for Indonesian language as it has no standardized grammar system by far 

that leads to confusion for researchers in making the tagset for Indonesia language (Fu et al., 

2018). In term extraction, the tagset is useful for extracting the noun or noun phrases in the 

corpus. As stated by (Pazienza, Pennacchiotti and Zanzotto, 2005), the candidate terms have 

been mostly identified with noun phrases. Thus, the tagset needed in the corpus is only noun 

and noun phrase which can be done manually once the term candidates have been extracted.  

As terminology is domain-specific knowledge structure, the linguistics domain is 

chosen for this research. The researcher is going to extract the term in linguistics domain 

using the corpus-based terminology approach. The corpus-based terminology approach has 

been done before by Yuliawati et al. (2018) applying the communicative theory of 

terminology (CTT) and Peñas et al. (2002) applying the corpus-based terminology to 

information access. The similarity between them is the method of specialized corpus 

compilation to extract the term candidates by comparing the hits of specialized corpus to the 

general corpus. Thus, this research creates the linguistics domain corpus from scientific 

articles as the specialized corpus. Furthermore, the analysis method is adopted from 

Yuliawati et al. (2018) by applying Mutual Information (MI) score to extract the best term 

candidates using collocation analysis. The reason to choose the linguistics domain is to 

extract terms in linguistics domain since there is no similar research in linguistics domain 

term extraction for Indonesian language.  

This research is based on the communicative theory of terminology (CTT) proposed 

by Cabré. The CTT is a descriptive approach that studies terms and their variants as they 

appear in texts and envisages the multiple dimensions of specialized knowledge units, as well 

as their representation and analysis (Faber and Martinez, 2019). Within the CTT, 

terminological units are regarded as “sets of conditions” derived from a certain knowledge 

area (Cabré, 2003 in Faber & Rodríguez, 2012). To extract the best term in a specific domain, 

the terms must be figured in three dimensions; cognitive, linguistic, and communicative. 

Yuliawati et al. (2018) applied the CTT analysis on extracting the terms on legal 

science and administrative science domain resulting in several essential points for the 

research. The research applies corpus-based terminology research to help the researcher deal 

with the big quantity of data in the corpora (general and specialized corpus).  The general 

corpus applied for Yuliawati et al. (2018) is the general corpus of social sciences and 

humanities acting as the reference for legal science and administrative science domain. 

The general corpus consists of written and spoken language and it also covers a period 

of time (Leech, 2002). For instance, the Indonesian corpus in the Leipzig Corpora Collection 

covers about 13 years. There are also several factors before choosing the general corpus for 

any research, such as corpus size, genre, varietal difference, and diachrony (Goh, 2011). This 

research analyzes the general corpus for keyword calculation finding that only genre and 

diachrony bring significant differences in the numbers of keywords generated. Nelson (2000), 

states that general corpus is the broadest type of corpus. It is often very large with more than 

10 million words containing the variety languages. The examples of the general corpora are 

The British National Corpus (BNC), the American National Corpus (ANC), and COCA.  

The term extraction is distinguished between one-word terms (mono-lexical terms) 

and multi-word terms (poly-lexical terms) with different extraction methods (Peñas, F and 

Gonzalo, 2001). The mono-lexical terms are often too polysemic and generic, therefore, it is 

necessary to provide poly-lexical terms to represent better concepts in a domain (Bourigault 

and Jacquemin, 1999). As mono-lexical terms are easier to extract by using keyword feature, 

the poly-lexical terms are extracted by using collocates feature and further analysis. This is 

where the CTT takes its place in the research. 
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To build the corpora for term extraction, there is also a requirement for a specialized 

corpus in this research. Since the general corpus of Indonesian language is already available 

online, the specialized corpus for Linguistics domain for Indonesian language is nowhere to 

be found. The specialized corpus contains texts of a certain type aiming to be representative 

that can have a small or large amount of data Nelson (2000). This is also a clear difference 

between a specialized and general corpus. While the general corpus is often very large, the 

specialized corpus size may vary. Another difference between a specialized and general 

corpus is the content inside the corpus. Since a general corpus needs to be general from any 

language source (written or spoken), the specialized corpus contains a specific domain as 

representative. 

The specialized corpus creation is already explained by (Toriida, 2017) focusing on 

the target materials and word elimination. The target materials in creating the specialized 

corpus have to consider the context in the corpus and how it will be used. The materials could 

include a textbook or textbook chapter, graded readers, a collection of scientific articles, 

course materials, a novel, or a movie script. Another target material mentioned in corpus-

based terminology research is doctoral dissertations (Yuliawati, Suhardijanto and Hidayat, 

2018) in a certain domain for specialized corpus material. Furthermore, word elimination is 

done by deleting words from the corpus that are not considered as content words. The word 

elimination is done by deleting the reference sections and citations, repetitive textbook 

headings, figure and table headings, proper nouns, and names of institutions or organizations. 

Realizing that there is no corpus-based terms extraction for linguistics domain in 

Indonesian language, the researcher is interested in extracting the terms from the created 

specialized corpus. As the terms extraction is completed, this research could expand its 

application onto the other domain and hopefully is able to cover any domain to create the 

standard for Indonesian language terminology for every domain-specific language. 

RESEARCH METHOD 

This research is referred to as a corpus-based method for terms extraction. The 

general corpus is taken from Wortschatz Leipzig corpora collection for Indonesian language. 

Thus, it underlines that there is no general corpus creation in this research as it is taken from 

the available general corpus online. Since there is no specialized corpus for linguistics 

domain for Indonesian language, the specialized corpus is created manually by the researcher. 

The source of data for the general corpus is Wortschatz Leipzig corpora collection for 

Indonesian language (https://wortschatz.uni-leipzig.de/en/download/Indonesian) and it is 

downloadable. However, there is a limitation for the researcher to download every material 

provided on the page, thus, the materials taken are from Mixed materials with the corpus size 

of 1,000,000 sentences. For the specialized corpus, the linguistics disertations are taken for 

the target materials. The disertations using Indonesian language are selected from 

https://repositori.usu.ac.id/handle/123456789/1082. 

There are 62 downloaded files for the specialized corpus in linguistics domain 

containing 3,302,832 word tokens after the word elimination process. Since the data 

downloaded are in PDF file format, the data need to be converted into plain text (txt) format 

using OCR program. The OCR program applied in this research is AntfileConverter(Anthony, 

2017) as it is a free available software with no page limits to convert PDF files into plain text. 

After the target materials have been collected, the word elimination process is started. As 

mentioned before, the words elimination is done by deleting words in the corpus that are not 

considered as content words (Toriida, 2017). This includes the reference sections, repetitive 

headings in figures and tables, proper nouns, and names of institutions. In addition, English 

abstracts are also eliminated from the materials for language uniformity reason. Since the 

articles are in linguistics domain, the language in the articles may vary from Indonesian, 

English, or the other local languages. To put the Indonesian language as the scope of the 
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research, any term candidates (mono-lexical and poly-lexical) in another language besides 

Indonesian are eliminated from the candidates. Hence, there is also word elimination after the 

term candidates are collected.  

To list the term candidates, AntConc (Anthony, 2019) acts as an instrument. For the 

mono-lexical terms, the keyword list feature is applied to collect the term candidates. The 

keyword list feature works in an only certain condition; the availability of the general corpus. 

Thus, the general corpus from Wortschatz Leipzig corpora collection for Indonesian language 

is added into AntConc. After the general corpus is added, the materials for the specialized 

corpus are then added into the software. The specialized corpus materials are prepared for the 

word lists in AntConc since the keyword list feature needs the word list from the specialized 

corpus. After the word list is collected, keywords list is created automatically and before 

putting the keywords into the term list, the words must have the characteristics as follow: 

(1) Indonesian language, which is registered in Kamus Besar Bahasa Indonesia (KBBI).  

(2) Noun (following the mono-lexical terms identity by Pazienza et al. (2005)) 

Thus, the lists from the keyword feature containing the matched characteristics are 

defined as the terms for mono-lexical terms. 

For poly-lexical terms, the term candidates are taken from the collocates feature based 

on keywords list in AntConc. For the collocation settings in AntConc, the parameter applied is 

the Mutual Information (MI) score following Yuliawati et al. (2018) and Marzá (2008). The 

MI score for collocations is 3.00 with the minimal frequency of 5 and a window span of 

4L:4R. The window span limit is adopted from Yuliawati et al. since the research is based on 

Indonesian language. Furthermore, any poly-lexical terms from the collocation are limited by 

noun phrases only. 

The limitations of term candidates for poly-lexical items are based on Marzá (2008) to 

put more attention in concord analysis by their linguistic forms and the most significant 

collocates in terms of frequency (mainly in position L3, L2, L1, R1, R2, R3). The concord 

analysis displayed below the example of the term ‘makna’ to ‘asali’. 

 

Table 1. The concord analysis of ‘makna’ to ‘asali’ 

 

Word Total Total 

Left 

Total 

Right 

L3 L2 L1 Center 

(makna) 

R1 R2 R3 

asali 12 0 12 0 0 0 0 12 0 0 

 

The word ‘denotatif’ appears with a frequency of 9 in position R1 without any appearance 

in the other positions. The example of the analysis is shown below: 

 

“Dari segi makna asali, sama sekali tidak ada hubungan…” 

 Center R1  

 

The position of the collocates in the concord analysis shows the most frequent 

position to where it belongs in the poly-lexical terms to define its exact form based on the 

corpus. However, this research is capped at only L1 and R1 as the noun phrase in this 

research is limited by two words only. This also states that the window span in collocates 

feature is set to 1L:1R. Another note for carrying out terminological extraction is the 

segmentation of the terminological extraction following “dubious to delimit” by Cabré (1993) 

in Marzá (2008). For this segmentation, (Marzá, 2008) respectfully argues that the steps in 

term extraction have automatically segmented the terminological units. Thus, the result of the 

analysis must have the final product of the term extraction. 
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RESULTS AND DISCUSSION 

Since the mono-lexical and poly-lexical terms have different method to extract, the 

results and discussion is divided into two parts. The first one is the mono-lexical terms 

extracted from the specialized corpus and the second one is the poly-lexical terms.  

a) Mono-lexical Terms 

By applying keyword feature, the total of mono-lexical term candidates is 1615 word 

tokens and still considered as term candidates. Before displaying the result of the term 

extraction, the method for limitation in the data analysis is also displayed for the discussion. 

After the extraction of the term candidates from the keyword feature, there is still some noise 

in the result. For example, there are several term candidates containing only one letter, such 

as ‘a’ (Rank 7), ‘n’ (Rank 9), and ‘b’ (Rank 19). 

 

 
Figure 1. Term candidates noise ‘a’, ‘n’, and ‘b’ in AntConc 

 

Even though the mono-lexical terms are easy to extract, they present a semantic 

ambiguity and often polysemic (Elfkih and Omri, 2012). So, there is a possibility that these 

candidates belong in the other domain or as parts of poly-lexical terms that are not being able 

to stand alone as a mono-lexical term, or perhaps, not a term at all. For making sure that these 

candidates are not following the characteristics of mono-lexical terms, the concord feature is 

then applied to check whether they are suitable or not. Concord highlights the search word in 

the centre, thus allowing quick detection and analysis of its collocations appearing around it 

(Marzá, 2008). By analyzing the concord, it is found that these candidates containing one 

letter do not meet the criteria for being term. The Keyword in Context (KWIC) in concord 

feature shows that these candidates mainly appear in the phonology or phonetics scientific 

articles as phonemes. 

 To check whether they appear in phonology or phonetics articles or not, the File View 

feature comes in handy. It shows the raw text of individual files, allowing the researcher to 

investigate in more detail the results generated in other features in AntConc (Anthony, 2014). 

Being a phonetic transcription, these letters do not lose their context in linguistics domain but 

they are not considered as a candidate because as Atkielski (2005) states that phonetic 

transcription is a written record of the sounds of a spoken language. With that being said, 
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these letters are the visual representation of a sound and become symbols so that they are 

excluded from the list. By its scope, this research does not deal with symbols so they are 

excluded. Moreover, in the concord feature, the letters are not always being a phoneme. For 

instance, the letter a can sometimes be a letter list, a variable, or a substitute for other 

elements in the data (see Figure 2). This also shows that concord feature is able to break the 

ambiguity in the mono-lexical terms to define its context from the natural text.  

 

 
Figure 2. The example of concord display for ‘a’  

 

Another characteristic of the mono-lexical terms is the part of speech of each term as 

a noun. To analyze the part of speech among the candidates, the concord feature can also be 

applied for checking them manually. One of the candidates that is not considered as a noun is 

shown in Figure 4.3 taken from the keyword feature.  

 

 
Figure 3. The term candidate ‘yaitu’ (rank 49) in keyword feature 

 

To make sure that the word ‘yaitu’ (Rank 49) is going to be eliminated from the list, 

the concord feature, once again, comes in handy. The concord feature of the word ‘yaitu’ is 

displayed in Figure 4.4 to show that this candidate is eliminated from the list for not being a 

noun. 
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Figure 4. The term candidate ‘yaitu’ (rank 49) in concord feature 

 

The last characteristic of the mono-lexical candidates is their origin of language. The 

language origin of each mono-lexical term must be Indonesian language. This characteristic 

is analyzed by using Kamus Besar Bahasa Indonesia (KBBI) by checking them manually. 

The example of the candidates is the word ‘of’ (Rank 118). This candidate is not registered in 

KBBI as they are foreign words that originated from English. 

 

 
Figure 5. The term candidate ‘of’ (Rank 118) in keyword feature 

 

After the mono-lexical term candidates are analyzed, the mono-lexical terms are 

extracted. Table 4.1 displays the 50 highest mono-lexical terms by keyness. 

 

Table 2. The highest 50 mono-lexical terms in linguistics domain extracted from the 

specialized corpus 

 

Rank Keyword (mono-lexical term) Rank Keyword (mono-lexical 

term) 

1. bahasa 26. unsur 

2. teks 27. linguistik 

3. makna 28. konsonan 

4. klausa 29. bunyi 

5. adat 30. metafora 

6. tradisi 31. frasa 

7. penutur 32. penerjemah 
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Rank Keyword (mono-lexical term) Rank Keyword (mono-lexical 

term) 

8. tuturan 33. responden 

9. konteks 34. berian 

10. budaya 35. perkawinan 

11. data 36. nada 

12. kalimat 37. semantik 

13. tabel 38. vokal 

14. lisan 39. kearifan 

15. batak 40. terjemahan 

16. laki-laki 41. kajian 

17. struktur 42. upacara 

18. leksikal 43. nilai 

19. penerjemahan 44. sosial 

20. verba 45. wacana 

21. penelitian 46. Ciri 

22. fonem 47. fungsi 

23. analisis 48. hubungan 

24. melayu 49. suku 

25. toba 50. ungkapan 

 

The extracted mono-lexical terms aim to find out which words characterize the text 

under investigation may be indicative if either what the text is about what is important 

(Yuliawati, Suhardijanto and Hidayat, 2018). This procedure is suitable to extract the poly-

lexical terms, making the mono-lexical terms as head words. Therefore, the extracted mono-

lexical terms provide an overview about the main subject in the text. They are regarded as 

starting point for further analysis in the connection between words. 

As (Elfkih and Omri, 2012) stated that the mono-lexical presents semantic ambiguity 

and sometimes polysemic, the researcher argues that some of the terms somehow fees 

undergenerated or overgenerated. According to Pasanen (2005), the undergenerated and 

overgenerated terms can be eliminated to achieve the noise-free term list, however, this 

procedure comes with its side effect – losing the valid terms. While analyzing the 

characteristics of the undergenerated and the overgenerated terms in the results, there are no 

matched characteristics in each term considered as undergenerated (frequency lower than 3) 

or overgenerated (occurs only once in the source text). Hence, this result shows the valid 

terms according to the method of the research. 

For a reminder, the extracted mono-lexical terms are based on the keyword feature in 

AntConc and some manual works by the researcher to have the most accurate result of the 

mono-lexical terms list. However, it might be impossible to produce a perfect term list 

automatically or even manually due to the vagueness of the concept term itself (Pasanen, 

2005). The result of the mono-lexical terms, although considered as not being perfect, is still 

beneficial for the next step of the research – poly-lexical terms extraction. 
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b) Poly-lexical Terms 

The poly-lexical terms can be extracted from the mono-lexical terms result as it 

provides an overview of the main subject in the specialized corpus (Yuliawati, Suhardijanto 

and Hidayat, 2018). The mono-lexical terms result is regarded as the starting point for further 

analysis, especially in each of their collocation. The collocation analysis is done 

automatically in AntConc by using the collocates feature with MI score of 3.00 or higher. 

Thus, any collocation lower than 3.00 is excluded from the list. After that, the collocation 

structure is analyzed by using the noun phrase structure in Indonesian language. Lastly, the 

collocation position in the concord analysis is investigated to check whether the collocation is 

positioned in L1 or R1. For instance, the analysis of the collocation of the word ‘kalimat’ in 

AntConc is displayed. 

 

 
Figure 6. The collocates feature applied to word ‘kalimat’ in AntConc 

 

Figure 4.6 shows that the collocation of the word ‘kalimat’ has 225 total collocates 

with 106 word having a score of 3.00 or more. Hence, the remaining collocates consisting of 

119 words are not considered as the candidates. These 106 collocates are analyzed further to 

get their structure in the concord feature. The valid candidates' by their structure is shown 

below by choosing ‘tuturan’(Rank 51), ‘koordinatif’ (Rank 11), and ‘bersayap’ (Rank 6)as 

examples. 

(1) 

“… metafora dalam bentuk tuturan kalimat lebih memiliki kekuatan…” 

 N N  

 

(2) 

“Perhatikan contoh, kalimat koordinatif bahasa Inggris berikut.” 

 N Adj.  

 

(3) 

“Penggunaan kalimat bersayap yang dimaksudkan…” 

 N V  

 

Lower 

than 3.0 
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The candidates must have the noun phrase structure and data (1), (2), and (3) are valid 

for these characteristics. Moreover, the collocation of the word can be positioned in the left or 

right. The example of the invalid collocation is shown below.  

(4) 

“…bentuk-bentuk 

bahasa  

pada kalimat tersebut mengandung nilai-nilai…” 

 Prep. N  

 

The data (4) shows that the word ‘pada’ (Rank 103) is not considered as a valid 

collocation as it does not have the noun phrase structure. As AntConc is not built to 

automatically apply the POS tagging into the words, sometimes, the collocations are noisy as 

it is mainly based on the frequency without considering the part of speech. This is also the 

reason why the structure of the collocation is analyzed manually. Another invalid collocation 

issue comes from the structure of noun + verb as it tends to automatically extract the subject-

predicate relationship or two words that are not considered as a phrase in a sentence as 

Noortyani (2017) states that a phrase is a gramatical unit consisting of two words or more and 

only occupying a clause element function; subject, predicate, object, complement, and 

adjunct. 

 

(5) 

“… setiap kalimat menunjukkan komunitas adat Angkola yang…” 

 N V  

 

The data (5) extracts the word ‘menunjukkan’ (Rank 88) standing as a predicate. This 

example, fortunately, is not common in the collocates feature and it happens due to the lack 

of POS tagging preparation before the extraction. The researcher also argues that this issue 

can be solved by checking the collocation one by one manually after the extraction. However, 

this might become a massive issue for a large corpus since the researcher could be 

overwhelmed by the amount of the data. The total word tokens in the specialized corpus in 

this research is 3,302,832 which is not considered as large data. The amount of the data in a 

specialized corpus can be varied and there is no claim about the specialized corpus to be as 

large as possible as it is often created to answer very specific questions (Nelson, 2000). 

The next characteristic of poly-lexical terms is their position in the phrase. Any mono-

lexical terms are considered as the center of the phrase to their collocation. Since the noun 

phrase in Indonesian language consists of two words, the collocations included in the 

extraction are only in position L1 or R1.  

 

(6) 

“…dua 

tuturan 

kalimat direktif dengan kontur deklanasi yang…” 

 Center R1  

 

(7) 

“Masing-

masing 

konstruksi kalimat yang membentuk metafora dapat dilihat….” 

 L1 Center  

 

The data (6) with using ‘direktif’ (Rank 5) is the example of the collocation in 

position R1 and the data (7) with using ‘konstruksi’ (Rank 45) is the example of the 
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collocation in position L1. Therefore, any collocation positioned in L1 or R1 and considered 

as a noun phrase is extracted. After all of the analysis, the total of valid collocations of word 

‘kalimat’ is 55 collocations. Each of the collocations has been analyzed by MI score, noun 

phrase structure, and position. Table 4.2 displays the 10 highest poly-lexical terms from the 

word ‘kalimat’. 

 

Table 3. The highest score of the poly-lexical terms of the word ‘kalimat’ 

 

No. Poly-lexical terms No. Poly-lexical terms 

1. kalimat eksklamatif 6. kalimat tanya 

2. kalimat syahadat 7. kalimat berdiatesis 

3. kalimat tumpuan 8. kalimat koordinatif 

4. kalimat direktif 9. kalimat imperatif 

5. kalimat bersayap 10. kalimat pasif 

 

Upon the analysis of the collocation, there is a collocation eliminated from the list – 

‘BSu’ (Rank 48). While it stands as an abbreviation, this collocation is eliminated as the 

abbreviation itself is considered a poly-lexical term. Cabré (1998: 86) stated that there are 

terms that appear to be simple, but upon further examination turn out to be complex and this 

includes initialisms, acronyms abbreviations and short forms.  

The first consideration of ‘BSu’ as a part of the collocation of ‘kalimat’ comes from 

the auto-generated collocation in AntConc. Further analysis from the Concord and File View 

feature in AntConc shows that ‘BSu’ is the abbreviation of ‘bahasa sumber’. The Concord 

feature shows that there are 781 hits for ‘Bsu’ in the data (see figure 7). 

 

 
Figure 7. The ‘BSu’hits in the Concord feature  

 

The whole hits are found in only three files. These files are disertations entitled 

TERJEMAHAN UNSUR STILISTIKA TEKS BAHASA JERMAN IPHIGENIE AUF TAURIS 

KE DALAM BAHASA INDONESIA, TERJEMAHAN SYAIR BAHASA ACEH ”MUNAJAT 

PEREMPUAN SUFI ACEH POCUT DI BEUTONG” DALAM BAHASA INDONESIA: 
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ANALISIS STRATEGI PENERJEMAHAN, and PROTOTIPE MODEL TEKNIK 

PENERJEMAHAN ISTILAH DAN UNGKAPAN BUDAYA DARI BAHASA INGGRIS KE 

BAHASA INDONESIA. The similarity between these disertations are they focus on translation 

research. The focus or the scope of the study in the disertations can be found in the Keyword 

section under the Abstract in each of them.Thus, ‘BSu’ is considered as an abbreviation with 

no other variations in the data and is a shortened phrase standing alone as a poly-lexical term. 

CONCLUSION 

The mono-lexical and poly-lexical terms of linguistics domain in Indonesian language 

by using corpus method in this research is mainly aims to look for any characteristics of the 

terms itself. Thus, the corpus-based method is considered a great method to compile and 

extract the terminology in a specific domain. Although the procedure of the analysis of the 

mono-lexical and poly-lexical terms are different, the result shows that this is a great start to 

bring the objective research of terminology in linguistics domain as the term extraction is 

somehow claimed to be more subjective than objective. With the application of AntConc as 

an instrument, the term extraction can be done semi-automatically. This research also shows 

that the application of CTT into the term extraction is remarkable as it helps the researcher to 

do the limitations in the term extraction process to eliminate the noise of the term candidates. 

The limitations for the term extraction in this research are stated as follows; a) the 

specialized corpus must be from a specific domain, b) Each corpus has the same language, c) 

the part of speech for the terms are noun or noun phrase, d) the MI score for the collocation is 

set to 3.00, e) the window span for the collocation is 1L:1R, f)  the minimum collocation 

frequency is 5, and g) any terms must be free from any acronyms. By doing the limitations, 

the extracted terms hopefully reach the most accurate standard for linguistic domain terms. 

However, the amount of time for the research could be shortened by the presence of proper 

Indonesian language POS tagging as the syntax analysis of each term can be done 

automatically by the computer.  

By limiting the window span in this research to 1L:1R, it is clear that this research 

only extracts the ‘two words’ poly-lexical terms. Expanding the window span in AntConc 

could result in the wider range of poly-lexical terms for the future research. The result of this 

research can be applied to create the terminology dictionary for linguistics domain in 

Indonesian language or the bilingual terminology dictionary by developing more corpuses in 

different language in the data. In this section, the researcher also argues that the presence of 

semantic prosody and semantic preference in bilingual corpus, mainly for the translation 

process, could have a huge impact in developing wider terminology dictionary for more than 

one language. 
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